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1. Introduction

The model of Moore finite state machine (FSM) [§]dften
used during the digital control systems realizat[@n 3]. The
development of microelectronics has led to appearahdifferent
programmable logic devices [4,5], used for impletimen FSM
circuits. But in the case of mass production, theg ASIC (Ap-
e-mail: ABarkalov@iie.uzzgora.pl plication-Specified Integrated Circuits) [6]. Inigicase the circuit
Dr hab. inz. Larysa TITARENKO, prof. UZ is implemented using customized matrices usingptireciple of
distributed logic [7].

One of the important problems of FSM synthesis WgiC is
decrease of the chip area occupied by its loguitir One of the
ways to solve this problem is optimal coding of F$2&]. Ho-
wever this approach does not allow optimizationtted circuit
generated output signals. In this work some newnmopation
method is proposed.
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2. The general aspects and the basic idea of
proposed method

MA Olena Hebda

Let Moore FSM be represented by the structure t®1@ with
columns [1]: ay,, K(ay) ., as, K(as), X, ®,, h. Here a,,

is an initial state of FSMK(a,,) is a code of stata,, JA of
capacity R=[log, M |, to code the states the internal variables
from the setT :{Tl,..,TR} are used;ag, K(ag), are a state of
transition and its code respectively,, is an input, which deter-
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e-mail: O.Shapoval @weit.uz.zgora.pl mines the transition(am, as) , and equal to conjunction of some

elements (or their complements) of a logic condgioset

Abstract X :{xl,..,xL}; ®}, is a set of input memory functions for flip-
The method is proposed for reduction of hardwaretarhin logic circuit flops of FSM memory, which are equal to 1 for meynewitching
of Moore finite state machine. The method is osenbn customized o K(a,) to K(ag), ®p, O ¢:{¢ é } h=1 H is
matrix technology. It is based on representatiothefnext state code as a m 8s), P 1-2¥RS o
concatenation of code for class of collection otmbperations and code  a number of transition. In the coluna, a set of microoperations

of the vertex. Such an approach allows eliminatbdependence among . . L .
states and microoperations. As a result, both it&rdor generation of Yq is written, which is generated in the stag A , where

input memory functions and microoperations arerpjzed. Yq oy :{yl""yN}’ g=1...,Q. This table is a basis to form the
Keywords:Moore FSM, graph-scheme of algorithm, pseudoedgmta system of functions.
states, customized matrices, logic circuit. o =P(T, X), Q)
Syneza sko nczonego automatu stanu typu Y=Y(T), )
Moore’a z kodowaniem zbioréw mikrooperacji which determines an FSM logic circuit. Systems (@))describe
implementowanego w ukitadach o strukturze the matrix model of Moore FSMJ 4, shown in Fig.1.
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Streszczenie

Zaproponowana metoda jest zorientowana na reguwagobow spego- %I

wych potrzebnych do implementacji sikkzonego automatu stanu typu
Moore’a implementowanego w ukladach o strukturzetrysawej. W
przypadku produkcji masowej szeroko stosowanelldady ASIC (ang. ) o )
Application-Specified Integrated Circuits). W ukéah ASIC automaty ~ Fi9- 1. Matrix implementation of FSNUq

skg’xczone ] projekgowane przy zyciu strgktur matrycowych. Jednym Z Rys.1. Matrycowy uklad automatu Moored

gléwnych probleméw syntezy automatéw s&monych ze strukturami

matrycowymi jest zmniejszenie powierzchni uktadalsnego zajmowa- . .

nej przez uktad logiczny automatu Moore'a. W arigkproponowana jest One of Moore FSM features is existence of pseudvatpnt
metoda, ktéra jest ukierunkowana na redekzasobow sprtowych states [2], which are the states with the samesitians by the
potrzebnych do implementacji skezonego automatu stanu typu Moore’a  effect of the same inputs. Such states corresporttie control
implementowanego w uktadach o strukturze matrycowejmetoda jest  algorithm operator vertices [1], outputs of whicte @onnected
oparta na przedstawieniu ngstego kodu stanu jako konkatenacji kodu wjth an input of the same vertex.

klas zbioréw mikrooperacji i kodéw wierzchotkéw.
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Let My ={Bl,..,B,}be a partition of a setA on classes of
pseudoequivalent states. Let us code clag}esll 5 by binary
codesK (B;) having Rg =[log, I | bits.

Let initial GSA I include Q different collections of microop-
erations CMO) Y, OY. Let us code set; with binary code
K(Yy) having R, =[log, Q] bits.

Let E; ={by,....bp} be a set of operator vertices from GEA
Let us use the following relatioar on this setk;

biab; « Y(B) =Y(b)) . 3)

In (3), the symbolsY(b;),Y(b;) DY stand for collections of
MO from verticesb and b; (i,jO0{1...,.D}).The relation @
determines the partitiofl, ={C,,....C, .}Let us encode each
vertex by JC; by the binary code&k by having R, =[log, G|

bits. In (6), G = max401|,...,|C,7|). Let us use variables, 0Z; for

this encoding, wherdz,| =R, . In this case, the code for state
an OA can be represented as:

K (am) = K(Yg) * K (bg) 4)
where by UE,; is the operator vertex marked by statg DA,
Yy =Y(by), and *is the sign of concatenation.

Let us construct the system
B=B(A), ®)
which describes the dependence among the clagdesl , from
the statesa,, 0A . Each functionB; OBis represented as the
following

B =\I/ CimAn(i=1....1), (6)
i=1

where the symbolC;,, stands for Boolean variable equal to 1,
am O0B;. The proposed matrix implementation of Moore FSM
U, is shown in Fig. 2.
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Fig. 1.  Matrix implementation of FSNU 5

Rys. 1. Matrycowy ukiad automatu Mooreld»

In FSM U,, the matrix Mg implements the system of terms
Fo corresponding to rows of transformed table ofditions and
depending on logical conditiong O X and additional variables
7, 07, used for encoding the class@ M 5, wherdr| = Rg.
The matrix Mg implements the input memory functions

Do = Do (r,X), (7)

The system (10) includeR, + R, functions; it is the number
of flip-flops from RG. The matrixM; implements termsy,,
entering the systeny, OY and depending from variables 0OZ,
where |4 =R, . The matrix Mg implements functionsy, OY ,

KNWS2012

depending on termfd UY,. The matrix Mg implements the
terms A, from (9), whereas the matrisy functionsr, O7,
used for encoding class& [ » , where|r| = Rg.
Matrices Mg and Mg form the block BIMF, the matriceM ;
and Mg form the block BMO implementing the functions
Y=Y(2). (8)
Matrices Mg and M,y form the block of code transformer

(BCT) generating functions
1=1(2,7) . (12)
There are some positive features in the proposddandeNow
codes of collections of microoperations do not aepen state
codes. It allows encoding of collectiong 'Y minimizing the

area of BMO. The number of rows in the table ohsiions for
FSM U, is always equal taHg. It allows such their encoding

that diminishes the area occupied by BIMF. As iswaentioned,
it is enough

Ra =[log, M | (13)
variables for state encoding in case of F&N. The main draw-
back of U, is increase of the number of inputs for BIMF ieth
following condition is true:

R/ +R, >Ra. (14)

Besides, the moddl, includes the block BCT, which requires

some area of the chip. But these drawbacks are easaped by
area decrease for blocks BIMF and BMO in comparisih the
model U, .

3. Conclusion

The proposed method of state code presentationttaony area
decrease under implementation of Moore FSM logicud with
customized matrices. This approach allows decrgabie number
of terms in the system of input memory functiongaporrespon-
ding value of the equivalent Mealy FSM. Besidess timethod
permits decreasing the number of terms in the sysiE micro-
operations due to the lack of dependence amongttie codes
and codes of collections of microoperations.

Investigation for effectiveness of proposed methaaks con-
ducted on the standard examples [7]. It shows tthatproposed
method permits to decrease the average chip amapied by
FSM circuit up to 52% in comparison with the stad&SM
implementation. In the same time, it was the ineeefor FSM
performance in 86% of examples. The further dicgctof our
research is application of proposed method for cA§& GA.
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