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Abstract 

Method of decrease in the number of PAL macrocells in logic circuit of 
Moore FSM is proposed. This method is based on the implementation of 
free outputs of embedded memory blocks to represent the code of the class 
of the pseudoequivalent states. The proposed approach allows minimizing 
hardware without decreasing of the digital system performance. An 
example of application of the proposed method is given.  

Keywords: Moore finite-state-machine, PAL macrocells, CPLD, 
embedded memory blocks, algorithmic state machine 
 

Zmniejszenie zuŜycia makrokomórek PAL 
w automatach Moore’a 

Streszczenie 

W pracy przedstawiona została metoda zmniejszania zuŜycia makro-
komórek w układach typu PAL przy pomocy automatów Moore’a FSM. 
Metoda ta bazuje na wyznaczeniu odpowiednich stanów i ich 
przekształceniu. Zaproponowane podejście pozwala zmniejszyć 
wykorzystanie zuŜycia sprzętowego bez zmniejszenia wydajności 
systemów cyfrowych. Podany równieŜ jest przykład aplikacji 
zaproponowanego rozwiązania. 
Słowa kluczowe: automat Moore’a, PAL makro-komórka, CPLD, 
wbudowany blok pamięci, algorytmiczna maszyna stanów 
 

1. Introduction 
 

A control unit (CU) is a very important block of any digital sys-
tem, its function is the coordination of other blocks interplay [1, 2, 
3]. In many cases, a Moore finite-state-machine (FSM) is used to 
represent the CU [4, 5, 6]. The current state of electronics permits 
to implement a complex digital system on a single 
chip - “system-on-a-chip” (SoC) [7, 8]. An arbitrary logic of a 
digital system can be constructed using PAL (programmable array 
logic) macrocells of SoC, if they used CPLD (complex program-
mable logic devices) approach [3]. The tabular functions can be 
implemented with embedded memory blocks (EMB) of the SoC. 
One of important problems is the decrease of the chip area of CU 
[7-11]. The peculiarities of both PAL macrocells and the model of 
CU should be taking into account to solve this problem [12,13]. 
The peculiarities of PAL are a wide fan-in of macrocells and a 
very limited number of terms per macrocell The specific features 
of Moore FSM are the existence 
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of pseudoequivalent states and regular character of system of 
microoperations that permits its implementation using EMBs 
[12, 13]. In this article we propose the method of optimization of 
the amount of PAL macrocells in the logic circuit of Moore FSM 
using the above mentioned considerations. 
 

2. Background of Moore FSM 
 

Let the behavior of digital system be specified by algorithmic 

state machine (ASM) Γ = (B, E), where B = { b0 , bE } ∪ E1 ∪ E2 
is set of vertices and E is the set of arcs [1]. Here b0 is an initial 
vertex, bE is a final vertex, E1 is the set of operational vertices, E2 

is the set of conditional vertices. The vertex bq ∈ E1 contains a set 

of microoperations Y(bq) ⊆ Y, where Y = {y1,…, yN} is the set of 
microoperations implemented by the data-path of the digital sys-

tem [3]. Vertex bq ∈ E2 contains logic condition xe ∈ X, where 
X = {x1,…, xL} is the set of logic conditions (flags) [4]. The initial 

and final vertices of ASM correspond to initial state a1 ∈ A, where 
A = {a1,…, aM} is the set of states of Moore FSM. Each opera-

tional vertex bq ∈ E1 corresponds to the unique state am ∈ A and 
collection Y(bq) = Y(am). The logic circuit of Moore FSM U1 is 
specified by the following systems of Boolean functions: 
 

 Φ = Φ ( T , X ), (1) 
 Y = Y ( T ). (2) 
 

Here T = {T1,…, TR} is the set of state variables encoding the 

internal states am ∈ A, R =  M2log ; Φ = {D1,…, DR} is the set 

of input memory functions. The systems (1) – (2) are formed on 
the base of direct structure table (DST) [1] with columns: am is a 
current state of FSM; K(am) is a code of state am; as is the next 
state of FSM; K(as) is a code of state as; Xh is a product of input 
variables – some elements of the set X (or their complements) de-

termining the transition < am , as >; Φh is the set of input memory 
functions equal to 1 to switch the memory from K(am) into K(as); 

h = 1,…, H1(Γ) is a number of line. 
The column am contains collection of microoperations 

Y(am) ⊆ Y, equal to one in the state am ∈ A. It is clear that 

Y(am) = Y(bq), where a vertex bq ∈ E1 is marked by an internal 

state am ∈ A. 

As a rule, the number of transitions H1(Γ) exceeds the number 

of transitions H2(Γ) in the equivalent Mealy FSM [5]. It can in-
crease the number of PAL macrocells in the circuit of Moore FSM 

as to equivalent Mealy FSM. The value H1(Γ) can be decreased by 
taking into account the pseudoequivalent states (PES) of Moore 

FSM [4]. The states am, as ∈ A are PES, if outputs of correspond-
ing operational vertices are connected to the input of the same ver-

tex of ASM Γ. Let ∏A = {B1,…, BI} be the partition of set A by the 

classes of PES (I ≤ M). Let us encode each class Bi ∈ ∏A by bi-

nary code K(Bi) with R1 =  I2log  bits and let use the variables 
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τr ∈ τ for this encoding, where |τ| = R1. In this case, Moore FSM 
can be presented as structure U1 in Fig. 1. 
 

Φ

τ
 

Fig. 1. Structural diagram of Moore FSM U1 
Rys. 1.  Struktura diagramu Moore’a FSM U1 

 
In the Moore FSM U1 circuit BIMF realizes the input memory 

functions 
 

 Φ = Φ( τ , X ), (3) 
 
and circuit BMO implements the system (2). The register RG 
represents the memory of the states. The pulse Start is used to set 

up FSM into initial state a1 ∈ A. The content of RG is changed by 
pulse Clock. The code transformer BCT implements the system 
 

 τ = τ ( T ), (4) 
 
and code K(Bi) is formed on the base of the code K(am), where 

am ∈ Bi. It is shown in the work [4] that the number of transitions 

of Moore FSM U1 is reduced up to H2(Γ). The drawback of U1 is 
the existence of BCT that consumes additional PAL macrocells or 
EMBs. In our article we propose the method for design of Moore 
FSM permitting to decrease of the logic circuit in the block BCT. 
Sometimes this block can be even eliminated. The proposed 
method is based on the following features of CPLD technology 
[2, 8, 10]: 

- the fan-in of PAL macrocells significantly exceeds the maxi-
mal number of literals in the terms of the system (1); 

- the number of outputs of EMB can be chosen from some 
restricted area {1, 2, 4, 8}. 

 

3. Main idea of proposed method 
 
Let us use the idea of optimal encoding of the states of Moore 
FSM [5]. In this case the states are encoded in such a manner 

where maximal possible number of classes Bi ∈ ∏A corresponds to 
the unique single interval of R -dimensional Boolean space. Let 

∏A = ΠB ∪ ΠC, where Bi ∈ ∏A, if 
 
 |Bi| > 1. (5) 
 

If condition (5) is violated, then Bi ∈ ΠC. It is clear that circuit 

BCT should form only the codes K(Bi), where Bi ∈ ΠB. Let us en-

code the states am ∈ A in the optimal way [5] and let 

ΠB = ΠD ∪ ΠE. Here Bi ∈ ΠD, if the codes of states am ∈ Bi belong 
to the single generalized interval of Boolean space. Now only 

codes of states am ∈ A(ΠE) should be transformed, where A(Πj) is 

a set of states am ∈ Bi, where Bi ∈ Πj ( j = A , B , C , D , E ). It is 

enough R2 binary variables to encode classes Bi ∈ ΠE: 
 

 R2 = ( ) 1log 2 +∏ E . (6) 

 
Let these variables form the set Z, where |Z| = R2, and tF is a fixed 
number of outputs of the EMB block and let q is the amount of its 
words, if tF = 1. The value tF for FSM U1 is determined as 
 

 tF =  Mq / . (7) 

 
The total amount of the outputs tS of all EMBs in the circuit BMO 
is determined as 

 tS =   FF ttN */ . (8) 

In this case 

 ∆t = tS - N (9) 
 

outputs can be used to represent the variables zr ∈ Z. If 
 

 ∆t ≥ R2, (10) 
 

then ASM Γ can be interpreted by proposed Moore FSM U2 (Fig. 
2). In this structure, circuit BIMF implements functions 
 

 Φ = Φ ( T, Z, X ), (11) 
 
and circuit BMO implements functions (2) and functions 
 
 Z = Z ( T ). (12) 
 

In FSM U2 the block BCT is absent and variables Tr ∈ T repre-

sent the states am ∈ A(ΠC) and the classes Bi ∈ ΠD. The classes 

Bi ∈ ΠE are represented by circuit BMO. 
 

Φ

 
Fig. 2. Structural diagram of Moore FSM U2  
Rys. 2.  Struktura diagramu Moore’a FSM U2 

 
In this case, the number of inputs in the PAL macrocells is in-

creased from L + R1 (FSM U1) to L + R + R2 (FSM U2), but it does 
not increase the circuit BIMF as compare to FSM U1. The cycle 
time of both U1 and U2 is the same even in the worst case. In the 
best case, the circuit BIMF of U2 has less amount of levels, than 
circuit BIMF of U1. It means that the delay of U2 can be less than 
the delay of U1. Therefore, the proposed approach permits to de-
crease the hardware amount without decrease of performance of 
digital system. 

The proposed method of design of Moore FSM U2 includes the 
following steps: 

1. Construction of marked ASM Γ. 
2. Construction of partition ΠA = ΠB ∪ ΠC. 
3. Optimal state encoding and construction of sets ΠD and ΠE. 
4. Encoding of classes Bi ∈ ΠE. 
5. Construction of table for circuit BMO. 
6. Construction of modified DST of U2. 
7. Implementation of the logic circuit of FSM U2. 

 

4. Example of proposed method application 
 

Let for some marked ASM Γ1 we have a Moore FSM with the 
set of states A = {a1,…, a15 } and let we have constructed the par-

tition ∏A = {B1,…, B8}, where B1 = {a1}, B2 = {a2, a3, a4}, 
B3 = {a5, a6}, B4 = {a7, a8, a9}, B5 = {a10, a11, a12}, B6 = {a13}, 

B7 = {a14}, B8 = {a15}. Therefore, we have ∏B = {B2,…, B5} and 

∏C = {B1, B6, B7, B8}. Let us use the method of optimal state en-
coding from [4, 5]. Such encoding in our example for four is 
shown in the Fig. 3. 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Optimal state encoding for Moore FSM U2(Γ1)  

Rys. 3.  Stany automatu Moore’a FSM U2(Γ1) 
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As before, Ui(Γj) means that FSM Ui implements ASM Γj. For 

FSM U2(Γ1), we have the set of state variables T = {T1,…, T4}. It 

is clear from Fig. 3, that ΠD = {B2, B3, B4} and ΠE = {B5}. The 

classes Bi∈ΠA have the following codes: K(B1) = 0000, 
K(B2) = 01**, K(B3) = 00*1, K(B4) = **10, K(B6) = 1000, 

K(B7) = 1001, K(B8) = 1011. Thus, we have |ΠE| = 1, R2 = 1 and 

Z = {z1}. Let ASM Γ1 includes N = 15 microoperations and let us 
use the EMB with tF = 4 for q = 16. In this case, we have 

ts = 4 * 4 = 16 and ∆t = 1. Therefore, condition (10) is satisfied 
and the application of the proposed method has sense. Let 
K(B5) = 1, in this case the value z1 = 0 means that the current state 

of FSM am ∉ B5. Let transitions between the states of Moore FSM 

U2(Γ1) be specified by the following system of generalized formu-
lae of transitions [1]: 
 

 B1 → a2; B2 → x1a10 + /x1x2a11 + /x1/x2a12;  

 B3 → x1a13 + /x1a14; B4 → x1a5 + /x1x3a6 + /x1/x3a7;  

 B5 → x4a2 + /x4x3a3 + /x4/x3a4; (13) 

 B6 → x5a8 + /x5a9; B7 → a15; B8 → x3a10 + /x3a1.  
 

Let microoperations yn ∈ Y are distributed among the states of 

FSM U2(Γ1) in the following manner: Y(a1) = Ø, 
Y(a2) = Y(a6) = {y1, y3}, Y(a3) = {y2, y4, y6}, Y(a4) = Y(a8) = 
Y(a12) = {y1, y7, y8, y15}, Y(a5) = {y3, y5, y9}, Y(a7) = {y10, y11}, 
Y(a9) = {y10, y12}, Y(a10) = {y1, y13, y14}, Y(a11) = Y(a15) = {y4, y13}, 
Y(a13) = {y7, y9}, Y(a14) = {y2, y12}. 

The table of BMO circuit includes the columns am, K(am), 
Y(am), K(Bi), m, where K(am) is an address of the EMB word. In 

case of U2(Γ1), this table is presented in Fig. 4.  

T1T2
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Fig. 4. The distribution of microoperations for the BMO circuit of U2(Γ1)  

Rys. 4.  Tabela mikrooperacji dla układu BMO U2(Γ1) 

 
It is clear from Fig. 4, that variable z1 is included into the set of 

microoperations for the states am ∈ B5. 
The modified DST (MDST) of FSM U2 includes the columns 

Bi, K(Bi), as, K(as), Xh, Φh, h, where code K(Bi) = < Z , T >. For 

FSM U2(Γ1) this table has H2(Γ1) = 17 lines; the value of this pa-
rameter is equal to the number of the terms in the system (13). The 

transitions for the classes B2, B5, B6 ∈ ΠA are shown in the Table I. 
The system (11) can be constructed from this table. For exam-

ple, from Table I, we can get the part of DNF of function D3: 
 D3 = /z1/T1T2/x1/x2 + z1/x4/x3 + /z1T1/T2/T3/T4. 
Let us point out that the number of terms in system (1) of the 

Moore FSM U0 (without optimal encoding of the states) is equal 

to H0(Γ1) = 37. 
The implementation of the logic circuit of Moore FSM U2 is re-

duced to implementation of the system (11) using PAL macrocells 
and implementation of the systems (2) and (12) using EMBs. 
These tasks are well-known and effective methods are existed for 
their solution [2]. 

 
Tab. 1.  Fragment of the MDST of Moore FSM U2(Γ1) 

Tab. 1.  Fragment tabeli MDST Moore’a FSM U2(Γ1) 

K(Bi) K(as) Bi 
z1T1T2T3T4 

as 
T1T2T3T4 

Xh ΦΦΦΦh h 

a10 1100 x1 D1D2 1 
a11 1101 /x1x2 D1D2D4 2 

B2 001** 

a12 1111 /x1/x2 D1D2D3D4 3 
a2 0100 x4 D2 4 
a3 0101 /x4x3 D2D4 5 

B5 1**** 

a4 0111 /x4/x3 D2D3D4 6 
a8 1110 x5 D1D2D3 7 B6 01000 
a9 1010 /x5 D1D3 8 

 

5. Conclusion 
 

The proposed method allows to decrease the number of PAL 
macrocells in the circuit implementing input memory functions of 
Moore FSM. Our researches showed that this decrease is propor-
tional to coefficient 

 

 η1 = H0(Γ) / H2(Γ). (14) 
 
If condition (10) takes place, then block BCT is eliminated from 

the circuit of FSM. It leads to decrease of number of EMBs in the 
circuit of U2 as compare to equivalent Moore FSM U1. This de-
crease is proportional to the factor 

 

 η2 = 1 + R1 / m, (15) 
 

where m is the bit capacity of the field Y(am), which depends on 

the microoperations encoding [4]. In the example of ASM Γ1, we 

have η1 = 37 / 17 ≈ 2,18 and η2 = 1 + 3 / 15 = 1,2. It means that 

the number of elements in the circuit of H2(Γ1) is 56% less than in 

case of H 0(Γ1) and 17% less than in case of H 1(Γ1). We would 
like to underline that such minimization does not lead to decrease 
of performance of a digital system with FSM U2. 

Our future research is connected with exploration of possibility 
for the proposed method application when a control unit is 
implemented using technology of FPGA. In this case we are going 
to use some standard benchmarks from [14]. 
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