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Synthesis of Moore finite state machine with
nonstandard presentation of state codes

Alexander Barkalov, Larysa Titarenko, Olena Hebda

Abstract: The method is proposed for reduction ofransition <am, as>, and equal to conjunction of some

hardware amount in logic circuit of Moore finiteats , . "
machine. The method is oriented on CPLD technoldtyy. elements (or their .compleme.nts) of a logic cond_mcset
X ={>g ,..,xL} ; @, is a set of input memory functions for

is based on representation of the next state ceda a _
concatenation of codes for class of pseudoequivatares flip-flops of FSM memory, which are equal to 1 for
and collection of microoperations. Such an approaghemory  switching from K(a,) to K(a),
allows elimination of dependence among states armhgqu{q)l,”,q)R}; h=1 ..., H is a number of
microoperations. As a result, both circuits for gerion
of input memory functions and microoperations ar
optimized. An example of the proposed methods written, which is generated in the staigd A, where

éransition. In the columra,, a set of microoperation¥,

application is given. Y,O0Y={y,.yn}, 9=1....Q. This table is a basis to
Key words: Moore FSM, CPLD, pseudoequivalent stateform the system of functions

classes, PAL macrocells, hardware reduction O =d(T,X) 1)
1.INTRODUCTION Y=y, 2)

which determines an FSM logic circuit. Systems (@)-

The model of Moore finite state machine (FSM) mdescribe the model of Moore FSM,, shown in Fig.1. In

is often used during the digital control systenalization ’ ] )
[2, 3]. The development of microelectronics has ted this model a block of input memory functions (BIM)
appearance of different programmable logic devigds 'ealizes the system (1), a register RG keeps Stess,
one of which are CPLD (complex programmable |Ogiglock of microoperations (BMO) realizes the systéh
devices) [6 — 8]. The base of CPLD is a macrodefL To minimize the amount of macrocells PAL in BIMgth
(programmable array logic), the cells are connebtethe ~©OPtimal states’ coding method can be used [2]llewes
programmable array of interconnections. One of th@ecreasing the amount of terms in system (1) uryto

important problems of FSM synthesis on CPLD is a  Here H, is the number of transitions of equivalent

minimization of macrocells’ number of its logicalait. Mealy FSM. Optimization for the block BMO can bengo
One of the ways to solve this problem is optimatest’ py the use of refined state coding [2]. Meanwhtee
coding [2]. However this approach does not alloyymper of macrocells can be decreased up to N: it

optimization of Fhe, output signal; generation dir._cm corresponds to situation, when every functigpOY is
this work an optimization method is proposed. Ib&sed . . . i
realized on single macrocell. For optimal and mdin

on representation of the next state code as a tawat&on - codi I- k lqorith 31 dam
of codes for class of pseudoequivalent states alhection states’ coding, some well- known algorithms [ ].
used. But both methods cannot be used at the dame t

of microoperations. Such an approach allows reduoin . , : s .
hardware amount in FSM circuits and does not lead {l’hat is why states’ coding allows optimizing eitriM

speed loss. or B';AO'
Hosk of Fipt T RG T Black of ¥
2. THE GENERAL ASPECTS AND THE BASIC Fundiians Misracperations|
IDEA OF A PROPOSED METHOD qar T
Let Moore FSM be represented by the structure table —LClook |
(ST) with columns [1]:a,, K(a,), a,, K(a), X,, ®,,
h. Herea_, is an initial state of FSMK (a,) is a code of Fig. 1. Structural diagram of Moore FSM,
state a,, (1A of capacityR=[log, M |, to code the states In this paper a method for reduction of hardware
the internal variables from the s&t= {Tl,_,;rR} are used; amount in both logic circuits of Moore finite statechine
is proposed.

%, K(a) are a stae of transition and its code One of Moore FSM features is existence of
respectively; X, is an input, which determines thepseudoequivalent states [2], which are the stafés the
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same transitions by the effect of the same inp8th not increase the number of macrocells, demanddtipto
states correspond to the control algorithm openagatices flop realization.
[1], outputs of which are connected with an inptithe

same vertex. 3. SYNTHESIS METHOD OFMOOREFSM

Let I'IA={Bl,..,B|}_be a partition of a seA on WITH EXTENSION OF STATE CODES
classes of pseudoequivalent states. Let us codmseda

B OM, by binary codeK(B) having R, bits, where In this work a method of Moore FSM, synthesis
R, :ﬂogz | W @) using a GSAI" is proposed. The method includes the next
stages:

Let initial GSAT include Q different collections of 1. Marking of the GSA™ and creation of the sét
microoperations(MO) Y, Y. Let us code seY, with 2. Partiton of the setA on classes of
binary codeK (Y,) having R, bits, where pseudoequivalent states.

3. Coding of the classeB O ,.
R, =[log,Q]. (4) 4. Coding of microoperation collectiorg O Y.
Let an operator vertely of GSAT correspond to a 5. Construction of the transformed structure taifle

statea,,JB and let a collection of microoperatioNs be Moore FSM.

written in this vertex. Then the code of staie] Acan be 6. Construction of the Boolean functions for the

. system®.
represented as a concatenation of codes 7 Construction of the BMO table.
K(a,) = K(B) * K(Y,), (5) 8. Construction of the Boolean functions for the
. . . system Y.
where * is a concatenation sign. . 9. The synthesis of FSM logic circuit with given
Such a representatlon allows presenting Moore FSMgic elements.
as a model), (Fig.2). For the first step of the implementation algorittima
In FSM U, the block BIM realizes functions (6) andknown method [1] is used, when every operator weite
the block BMO functions (7). marked by a unique state. Let us point out thah Istert
®=d(1,X), ©6) and final vertices are marked by the same staté&hnik

the initial state of FSM. This state always shoble
Y=Y(Z). (7) encoded by all zeros.

The second step is trivially done by the use of
pseudoequivalent states’ definition [2]. Remindttstates
code the classe®3 [0l ,, and all elements of the seta ,a,(JA are called pseudoequivalent states, if marked
z 2{21,...,2&} are used to code the collections oby them operator vertices of GSA are connected tith
input of the same vertex.

The coding of classeB OI1, does not effect on the

Here all elements of the set= {Tl,...,TRB} are used to

microoperations.

X li. o
ok of rput| D . length of structure table, because it is guaraptpeal to
Memory RG Moo ahons—— its minimal possible amountH,. That is why the class
unctions
codesK(B) can be chosen arbitrary. The coding method
Start ]‘ for collections of microoperations depends on logic
Clock elements used for the block BMO realization. If Ptélls
are used, then coding is targeted on their number
] ) reduction.
Fig. 2. Structural diagram of Moore FSM, If macrocells PAL are used for implementation, then

Offered approach has the next advantages: the coding is oriented on the minimization of thenier

1. Codes of classes do not depend on codes Qfs terms for functionsy, 0Y. The known algorithms
microoperations (and vice versa). It allows a @ass ESPRESSO [3] can be used to solve this problem.

coding oriented on simplification of the BMO logic If embedded memory blocks are used for
circuit. implementation, then coding is oriented on the ease

2. The number of rows of transition table of F&\  for the number of terms in functions. The frequency

is always equal toH, and does not depend on the Statgpproach [1] can be used in this ’ca'lse: the .moreatme
) vertices contain the s¥, the less 1's its code includes.
coding method.

To code the states of FSM, is enough to have
_ K(B), a,, K(a), X,, ®,, h. The purpose of each
R =log, M| ® column is obvious. The table of block BMO includés
bits. The evident disadvantage of FM is an increasing columns K(Y,) . Y,, g, where g is the number of the table
of the number of function®, which is determined as a |jpe.
sum of R; and R,. Taking into account that all modern The steps 6-9 are thoroughly discussed in the
CPLD have registered outputs [6, 7], offered metHods literature [2] and they are beyond the scope ofeticle.

The transformed ST includes the columrg,
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4. EXAMPLE OF APPLICATION OF PROPOSED K(a,) = K(B,) * K(y,) = 00000

METHOD and so on. These codes are used in the colagrof

Let us discuss an example for a Moore FBM (T ) transformed table (Table 1).

synthesis, where a GSA is shown in Fig.3. The symbol
U;(T;) stands for interpretation of a GSK; with an

Tablel
Specification of block of input memory functions

FSM model U,. As follows from Fig.3, the setA B | K(B) | a | K@) | X, Py h
includes M =8 elements distributed amonig=4 classes B, |11 a, | 00000 | x, - 1
B :{31}1 B, ={a21a31a4}1 B, ={a5,a6}, B, ={a7vaa}- a, 00100 sz D, 2
a* a, | 00001 | 3 | D, 3

L >0 B, | 00 a, | 01000 | xxx, | D, 4

. <f> 0 a, | 01101 ><372 D,D,.D, | 5

vive las v s v a, | 10001 | 'y x | D.D; 6

ag | 10000 | yx, | D, 7
B, | 01 a, | 00000 | 1 - 8

B, | 10 a |11010| 1 D,D,D, | 9

The termsF, corresponding to the lines of this table
. Qe determines as
F :?Slerh X, (h=1...H,), 9)

where |, D{OJ} is the value of the bit r for the code

Fig. 3. Initial GSA T, K(B) from the line h of the table.
It is enough R, =2 variablest, Ot for coding of The system (6) is derived from this table. . For
example, the following equation

the classesB OM,. Therefore, 1 ={T1,T2}. There are

. . . . . D, =F, OF, OF, =1,1,% 01,1, can be found after some
Q=5 different collections of microoperations in the * "° 79 "1 2% DT

, ¢ th | minimization. Let us point out that the transfornfe@ of
operator vertices of the GSAT,, namely |Y,F0, \5qre FSM U, (I,) includes H =19 lines, that is two

Y ={wyvd Ye={y} Ye={vt. ={wy}. it is times more than in the case of F3M (I,). The table of
enough R, =3 variables for coding of these collection, ity BMO includesQ =5 lines (Table 2).

means thatZ ={ 7, 2, 2}. Let us use PAL macrocells for This table can be used &=4 Karnaugh maps with
implementation of the block BMO. In this case tlegliog insignificant input assignments 011, 110 and 11fterA
approach is used to decrease the number of terti®in minimizing, the system (7) is following one:
system (7). But it is enough only one PAL macrodetl y =—%am 22,: y 252 V.=2 Y 2223

. . . . 1 ’ 2 1 J3 1 J4 .
implementation of any functiony, OYin our example. As it mentioned before, there are no problems with

Because of it, let us use the frequency approach fRyyic circuit design on the base of systems (6)2- The
collection coding to decrease the complexity of lieck design can be done using, for example, WebPackagack
BMO. ) . ) of Xilinx. The steps of design are standard onést Bf
Let n,be the number of vertices including they|| the FSM model should be created using some
collection y,0Y. In our example, there arey =1, hardware description language, for example, Veritwg
-3 n=1 n=2 -1 1t that th llect VHDL. Our investigations show that a language i® us
M =9, Ny =4, n4.— s =1 -means at the collection y4es not affect the final result of design. Mer¢hg first
can be coded in the following manneK(Y,) =000, of these languages, Verilog, is more used in USHeraas

K(Y,) =001, K(Y,)=010, K(Y,)=100, K(Y,)=101 the second in Europe. Next, the systems of equation

Let us use the frequency approach for encodinghef tshould be used and the model should be tuned for a

classesB M ,: The more states the class includes, th%ar'ucular control algorithm. It means that Sucm“"ar.“
parameters of FSM as the number of state variables,

more zeros its code includes. The following cod®s lbe  ,,mper of microoperations and so on should replaei
found in our caseK(B,) =11, K(B,) =00, K(B;)=01, symbols in a model. But all these procedures tamedsrd

K(B,) =10. ones for an up-to-day designer of digital devicethw
Now the expanded codes of states (5) can be fourRf°9rammable logic devices. Because of it, we do no
For example, we can get that discuss this problem in our article.

K(a) =K(B) * K(y) =11010,
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Table2
Specification of block BMO
K(Yq 000 001 01Q 100 101
Yq Yi¥e Ya - Ya | V1Y
q 2 4 1 3 5

5. CONCLUSION

The proposed method of state codes presentation
oriented on decrease for the number of macrocédllsiR
the logic circuit of Moore FSM. This approach albw
decrease for the number of terms in the systermmidti
memory functions up to corresponding value of egjeint

Mealy FSM. Our researches show that the proposé@

method always is more effective than the classitathod
of Moore FSM design. In average, the number of PA

macrocells is up to 38% less than for the classice

approach.

This reduction is not accompanied with decrease fc

FSM performance, because there are no new blocksin
FSM model. Moreover, the reduction for macrocefls i
often connected with decrease for the number aléein
the FSM logic circuit. It results in increase foSM
performance, as well as for controlled digital eyst

Our researches show that this approach can
applied successfully in the following three cases:

1. Moore FSM is implemented using FPGA chips. In
this case look-up table (LUT) elements are used fc

implementation of the circuit for input memory ftions.

It is known that LUT have very limited number opirts
(up to 6). Our approach permits decreasing the euarob
feedback variables, because state variables alscespby
class variables used to encode classes of psetidakm
states. In the same time the block of microopenatiis
implemented using embedded memory blocks. Using o
approach, the number of address inputs for memlocgkb
can be decreased. In this case we need fewer asnofint
memory blocks for implementing BMO than in a claasi
case.

2. Moore FSM is implemented with CPLD chips
based on programmable array logic (PAL) technoldgy.
this case PAL cells are used for implementatiorbath
blocks of FSM. These cells have limited numberepis
per cell. Our approach permits decrease for thebeurof

i\
terms in the sum-of-product for each input \’“{k?"ﬂ\’?}.‘
b }

function to be implemented. It permits decreashegtbtal
number of cells in the circuit of BIM. Moreover gtltodes
of sets of microinstructions for each state dodegend on
the states codes or codes of classes of pseudaésntiv
states. It means that we can choose such coddwesé t
sets that the number of PAL cells in BMO is minimEhe

of terms for system of input memory functions to be
implemented and the needed hardware amount.
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well-known algorithm ESSPRESSO can be used to solve

this problem.

3. Moore FSM is implemented with CPLD chips
based on programmable logic array (PLA) technoldgy.
this case PLA cells are used for implementatiorbath
blocks of FSM. In this case one cell can implemaote
than one function. These cells have limited numbkr
terms, too. Our approach permits to decrease thebeu



